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Motivation : Network performance monitoring (NPM) is the process of visualizing, monitoring, optimizing, E.‘:l:l Try me!
: : : : : —— - 0y | TS
troubleshooting and reporting the service quality of your network as experienced by your users [1]. NPM tools collect data 102581128 19258787 19254718 - .
such as network flow data to monitor a network’s performance. Commonly, many NPM tools are used to get a holistic PROMETHEUS [~ q;-;l Username : viewer
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view of the network infrastructure. However, multiple dashboards have to be used to visualize network statistics from
several NPM tools.
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*ntopng and netdata - connected to InfluxDB, a database optimized for storing time-series data.
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we created an Application Programming Interface between the databases and Grafana. This API was established by 277 1100 1200 1300 27 o0 1200 1300 27 1100 1200 1300 2% o0 1200 1300 27 00 1200 1300 tochnical . P " th
. . . . . . | | | | | | | | | | | | | | | echnical support in setting u e
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Elimination Process : Due to a large number of metrics collected, the elimination process helped us to select Netstat Netstat Netstat Netstat Netstat R eferences
metrics related to network like traffic, throughput and loss. This helped create an efficient dashboard. fO . 200 - .
5 > s 450 e 1] S. Narayana, A. Sivaraman, V.
® 84
What dld not work - - 100 s 7o Nathan, P. Goyal, V. Arun, M. Alizadeh,
: 82 = e 7 V.  Jeyakumar, and C. Kim,
To connect the NPM tools to Grafana in order to generate visualizations we used two other approaches :- o | S R 100 | BRI s | I o5 | Rl “Language-directed hardware design
e Connected the NPM tools to Prometheus which was in turn connected to Grafana. We received node metrics such established established established established established for network performance monitoring,”
as CPU storage which didn’t fulfill our purpose of getting network data. in Proceedings of the Conference of the
* We fed the data directly to Grafana using Grafana plugins. This approach was not ideal as not all tools have direct A snapshot of network metrics data collected, aggregated and visualized in real time in Grafana ACM Special Interest Group on Data

plugins. Also, due to lack of a central database, the collected data would not be accessible in the long run. by five nodes from Chameleon testbed located at Chicago Communication, pp. 85-98, 2017



